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ABSTRACT

EPIC (Executive Process-Interactive Control) is a human information-processing architecture that
is especially suited for modeling multiple-task performance. The EPIC architecture includes
peripheral sensory-motor processors surrounding a production-rule cognitive processor, and is
being used to construct precise computational models for basic multiple-task situations. Some of
these models are briefly illustrated here to demonstrate how EPIC applies to multiple-task
performance, and helps clarify some basic properties of human performance. Additional
applications of EPIC to modeling human-computer interaction are briefly summarized.

INTRODUCTION

This report is a brief introduction to the EPIC architecture for human information processing,
which is being developed under ONR sponsorship. Additional reports now in preparation will
provide considerably more detail on the architecture and its application to specific modeling
domains in human multiple-task performance and human-computer interaction.

The goal of the EPIC project is to develop a comprehensive computational theory of multiple-task
performance that (a) is based on current theory and results in cognitive psychology and human
performance; (b) will support rigorous characterization and quantitative prediction of the m ntal
workload and performance, especially in multiple-task situations; and (c) is useful in practical
system design.

The orientation of the EPIC project toward practically useful prediction is important because
proposals for coguitive theories that are indeed useful in practical system design are unusual. The
best known previous attempt is the Model Human Processor (MHP) proposed by Card, Moran,
and Newell (1983). The MHP is a remarkable synthesis of cognitive theory and empirical data
based on the key insight that results from experimental psychology can be cast in the form of a
simplified model with parametric properties. Such a model, if properly constructed, can serve as
an engineering model, a model both simple and quantitatively accurate enough to be useful in the
design of systems, such as computer user interfaces. The work of Gray, John, and Atwood
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(1992) in which tasks are analyzed in terms of sequential and parallel MHP processes shows that
this class of model can indeed be used for engineering analysis and design. However, our effort to
construct computational models based on a more recent and more thorough examination of
empirical results makes it clear that the MHP is both incomplete and incorrect ir. many significant
respects.

EPIC was designed to explicitly couple the basic information processing and perceptual-motor
mechanisms represented in the MHP with a cognitive analysis of procedural skill, namely that
represented by production-systern models such as Cognitive Complexity Theory (CCT, Bovair,
Kieras, & Polson, 1990, ACT (Anderson, 1976), and SOAR (see Peck & John, 1952). Thus,
EPIC has a production-rule cognitive processor surrounded by perceptual-motor peripherals;
applying EPIC to a task situation requires specifying both the production-rule programming for the
cognitive processor, and also the relevant perceptual and motor processing parameters.

The EPIC model is thus in same spirit as the MHP, but there are several k..y differences. First,
relative to the MHP, we have used more recent and detailed empirical evidence, especially
concerning multiple-task performance, to define the mechanisms in the EPIC architecture. The
result is that all of the processors in EPIC have fundamental differences from those in the MHP; in
particular, the motor processors are much more elaborated, and the cognitive processor is
implemented as a production system whose rules represent how the system performs the task.
Second, unlike the original MHP presentation, we have adopted a rigorous theoretical approach
consisting of constructing and testing computational models and subjecting them to detailed
quantitative comparison with data. Constructing such models involves a detailed task analysis of
the experimental task, which is usually overlooked in conventional psychological theorizing, but is
a key advantage of the computational model approach (see Kieras, 1990). Third, in comparison
with the Gray, John, and Atwood (1992) models, our computational models are generative;, that is,
in the model, a simulated human with general procedural knowledge of the task interacts with a
simulated task environment, and so the model generates the sequence of serial and parallel
processes in the course of performing the task. Thus the task analysis reflected in the model is
constrained to be general to a class of tasks, rather than reflecting specific task scenarios.

Much of our focus is on multiple-task performance, in which the human is trying to concurrently
execute a set of tasks; the tasks are independent, in that each could be meaningfully described and
conducted in isolation. A good example of a multiple-task situation is the airplane cockpit. In a
multiple-task situation, the main problem confronting the human is to execute the independent tasks
in a coordinated fashion that meets some constraints on overall performance, such as giving one
task priority over the other. We have focused on multiple-task performance for two reasons: First,
it is of great practical impostance, but is theoretically underdeveloped. Second, the multiple-task
situation stresses human capabilities very seriously, and so the patterns of experimental effects set
very strong constraints on the human information-processing system architecture. Thus our
analyses of even simple muitiple-task situations have resulted in detailed hypotheses about human
information processing mechanisms that are represented in the EPIC architecture.

THE EPIC ARCHITECTURE
System Structure and Principles

This is a preliminary report, so our presentation and justification of the architecture must be
severely limited; a more detailed presentation appears in forthcoming reports, one that will provide
a fully detailed view of the architecture, and another that will more completely describe the specific
models presented below.




Figure 1 shows the overall structure of processors and memories in the EPIC architecture. At
this level, EPIC is rather conventional, and closely resembles the MHP. However, there are some
important new concepts in the EPIC architecture that this brief presentation will highlight.

As shown in Figure 1, there is a conventional flow of information from sense organs, through
perceptual processors, to e cognitive processor (consisting of a production rule interpreter and a
working memory), and finally to motor processors that c ,ntrol effector organs. Some new
features relative to the older MHP proposal (Card, et. al, 1983) are as follows: There are separate
perceptual processors with distinct processing time characteristics, and m~re motor processors,
especially the ocular motor processor that controls where the eye is looking. There are feedback
pathways from the motor processors, as well as tactile feedback from the effectors, which is
important in coordinating multiple tasks. The declarative/procedural knowledge distinction of the
"ACT-class" cognitive architectures (see Anderson, 1976) is represented in the form of separate
permanent memories for production rules and declarative information. At this time, we do not
propose specific properties of the working memory (WM) because clarifying what types of
working memory systems are used in multiple-task performance is one of our research goals; in the
meantime, WM contains all of the temporary information tested for and manipulated by the
production rules, including control information such as task goals and sequencing information, and
also conventional working memory items, such as representations of sensory inputs.

A single stimulus input to a perceptual processor can produce multiple outputs to be deposited in
WM at different times. The first output is a representation that a perceptual event has been
detected, followed later by a representation that describes the recognized event. For present
purposes, we assume that the mean detection time is fixed, estimated at 100 ms for visual events
and 50 ms for auditory, while the recoding process takes additional time after the detection process,
and depends on the properties of the stimulus. For example, recognizing letters on screen in a
typical experiment might take on the order of 150 ms after the detection time. At present, we have
estimated these recognition times from the empirical data being modeled.
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Figure 1. Overall structure of the EPIC architecture showing information flow paths as solid
lines, mechanical control or connections as dotted lines.




The cognitive processor is programmed in terms of production rules, and so in order to model a
task, we must supply a set of production rules that specify \/hat actions in what situations must be
performed to do the task. We are using the interpreter from the Parsimonious Production System
(PPS) which is especially suited to task modeling work (see Bovair, Kieras, & Polson, 1990).
Cne important feature of PPS is that control information such as the current goals is simply another
type of WM item, and so can be manipulated by rule actions. A critical difference with the MHP is
that on each cognitive processor cycle, any number of rules can fire and execute their actions; this
parallelism is a fundamental feature of PPS. The cognitive processor accepts input only at the
beginning of each cycle, and produces output at the end of the cycle, whose mean duration we
estimate at 50 ms. Thus, unlike the MHP, the EPIC cognitive processor is not constrained to be
doing only one thing at time. Rather, multiple processing threads can be represented simply as sets
of rules that happen to run simultaneously.

An important difference with the MHP involves the basic temporal relationships of the
processors. The perceptual processors in EPIC are "pipelines,” in that an input produces an output
at a certain later time, independently of what particular time it arrives. However, the cognitive
processor accepts input only every 50 ms, and is constantly running, not synchronized with
external events. This means that perceptual processor output to the cognitive processor must wait
an average of 25 ms until it is accepted. Thus the temporal resolution on sensory events is limited
centrally, rather than reflecting temporal integration by the perceptual processors, as proposed in
the MHP. Our proposal, along with the 50 ms cognitive cycle time, is supported nicely by work
on human simultaneity judgments (Kristofferson, 1967).

The EPIC motor processors are much more elaborate than those in the MHP. Certain results
(e.g., McLeod, 1977) motivate our assumptions that the motor processors operate independently,
but the hands are bottlenecked through a single manual processor. Thus, the hands normally
cannot be controlled independently; rather they can be operated either one at a time, or
synchronized with each other. Current research on movement control (e.g., Rosenbaum, 1980)
suggests that movements are specified in terms of features, and the time to produce a movement
depends on its feature structure as weli as its mechanical properties. We have represented this
property in highly simplified models for the motor processors. The input to the motor processors
consist of a symbolic name for the desired movement, or movement feature. The processor
recodes the symbol into a set of movement features, and then initiates the movement. The external
device will then detect the movement after some additional mechanical delay. For example, using
our estimates, if the desired movement is to press a button with the right-hand index finger, the
symbolic name would be recoded into the movement features <RIGHT, INDEX>, taking an
average of 50 ms each, followed by 50 ms for the movement initiation, and a final 10 ms for the
mechanical motion of pressing the button.

An important empirical result is that effectors can be preprogrammed if the movement can be
anticipated (Rosenbaum, 1980). In our model, this takes the form of instructing the motor
processor to generate the features, and then at a later time instructing the movement to be initiated.
As a result of the pre-generation of the features, the resulting movement will be made sooner.

We simulate task performance by simulating the human interacting with the task environment in
simulated real time, in which the processors run independently and in parallel. We include a
process that represents the task, and which generates stimuli and collects the responses and their
simulated times over a large number of trials. To represent human variability, the processor time
parameters are varied stochastically about their mean values with a regime that prod -ces a
coefficient of variation for simple reaction time of about 20%, which is a typical empirical value.




A Comparison of EPIC with MHP

The similarities and differences between EPIC and the MHP can be illustrated by how the two
architectures produce approximately the same predicticn of the time for a simple reaction task. In
the simple reaction task, the subject simply makes a response (€.g. pushing a button with the index
finger) when a stimulus appears (e.g. a single light comes on), where there is only one possible
stimulus and response. For both architectures, it takes 100 ms to detect the stimulus; in a simple
reaction time task, it is not necessary to recognize or recode the stimulus before making a response,
which would take longer in the EPIC architecture. Both architectures would require only a single
cognitive cycle to select the response to the stimulus. The MHP assumes that a cycle is nominally
70 ms; in EPIC, the perceptual output must wait an average of 25 ms before being accepted by the
cognitive processor, and then it takes 50 ms for the cognitive cycle to complete, for a mean total of
75. The MHP would require only a single motor cycle of 70 ms to produce the response; in EPIC,
because the response in a simple reaction task can be prespecified, the movement features can be
generated in advance, and only the movement initiation time of 50 ms followed by the mechanical
time, estimated at 10 ms, is required for making the response, for a total of 60 ms. Thus the MHP
requires a total of 100+70+70=240 ms for a simple reaction; the EPIC architecture requires the
essentially identical 100+75+60=235 ms.

Of course with more complex tasks and strategies, the two architectures will not look so similar.
The differences begin to appear even for the very simplest choice reaction or tracking tasks. In
fact, the two architectures are not really comparable for complex tasks and situations because
fundamentally different mechanisms come into play. For example, the MHP does not include a
motor feature mechanism, nor differential times for auditory vs. visual detection and recognition
times. More importantly, in EPIC the cognitive processor must be explicitly programmed with
production rules in a specified format; this property ofithe MHP is only suggested in Card, Moran,
& Newell (1983). Thus, while similar in structure and spirit to the MHP, the EPIC framework
operates at a much more detailed and specific level of analysis, and with a explicit computational
representation of the task.

Rationale for EPIC’s Basic Assumptions

The literature on multiple-task performance is extensive, and will not be summarized here. (for a
review, see Gopher & Donchin, 1986). Of course human information processing is limited in
capacity, and it has been traditionally assumed that there is a single-channel bottleneck (Welford,
1952). But humans can do multiple tasks, sometimes impressively well, and their ability to do so
depends strongly on the specific combinations of tasks involved. The multiple-resource theory
(Wickens, 1984) is an attempt to summarize these relationships. They =ose a fundamental
theoretical dilemma of how to reconcile the complex patterns of multitasking abilities with some
notion that the overall capacity of the human system is limited.

In developing EPIC, our theoretical strategy is to make a radical assumption and then explore its
consequences through modeling. We assume that all capacity limitations are a result of limited
structural resources, rather than a limited cogniti-.e processor. Thus, the EPIC cognitive processor
can fire any number of rules simultaneously, but since the peripheral sense organs and effectors are
structurally limited, the overall system is sharply limited in capacity. For example, the eyes can
only fixate on one place at a time, and the two hands are bottlenecked through a single processor.
We also assume that certain apparent limitations in central capacity arise when modality-specific
working memories must be used to maintain task information, but we have not yet tested this
assumption in the EPIC framework. Thus far, this simple and radical set of assumptions about the
nature of multiple-task processing limitations has held up well.




Multiple Tasks and Executive Processes

Some theories of multiple-task performance postulate an executive control process that
coordinates the separate multiple tasks (e.g. Norman & Shallice, 1986). We do likewise, but a key
feature of our approach is that the executive control process is just another set of production rules.
These rules can contrc! other task processes by manipulating information in WM. For example,
we assume that each task is represented by a set of production rules that have the task goal
appearing in their conditions, aind so an executive process rule can suspend a task by removing its
governing goal from WM, and then cause it to resume operation by reinserting the goal in WM.
Alsa, the executive process can cause a task to follow a different strategy by placing in WM an
item which task rules test for, thus enabling one set of rules, and disabling another. In addition,
the executive process may control sensory and motor perioherals directly, such as moving the eye
fixation from one point to another, in order to allocate these resources between two tasks. Thus,
rather than postulating an executive control mechanism that is somehow different in kind than other
cognitive mechanisms, EPIC has a uniform mechanism for the control of behavior, both at the
executive level and at the detailed level of individual task actions. As a corollary, learning how to
coordinate multiple tasks is simply learning another (possibly difficult) skill, as has been proposed
by some recent investigators (Gopher, 1992).

ILLUSTRATION OF EPIC MODELS FOR MULTIPLE TASKS
A Basic Multipie-Task Paradigm

In order to illustrate how EPIC permits us to investigate multiple-task performance in detail, some
illustrative results will be presented for one basic, and heavily researched, dual-task situation. In
this situation, the subject performs two simple stimulus-response tasks in succession as shown in
Figure 2. The two tasks are usually choice reaction tasks, such as pressing one of two keys
depending on which of two lettets appear, and then making one of two vocal responses depending
on whether a high or low frequency tone is heard. The stimuli for the two tasks appear in
succession, and the time delay between the two stimuli is manipulated, typically over a range of 0-
1000 ms. The subject is typically instructed to give priority to Task 1 (Stimulus 1) over Task 2 by
making Response | before Response 2, and to make the responses as fast as possible within this
constraint. This situation has been extensively studied, and there is an important effect that appears
in it, the Psychological Refractory Period (PRP) effect (for thorough reviews, see Bartelson, 1966;
Kan*owitz, 1974; Pashler, 1990).

Task 2 Reaction Time
ll— e
S2 R2

A

Task 1 Reaction Time
11 ‘—l—o R1
- Time
Inter-Stimulus Delay

Figure 2. The PRP paradigm. Stimulus 2 is presented with a delay after Stimulus 1, and the time
taken to respond to each stimulus is measured.




The PRP effect is that the Task 2 reaction time increases by a substantial amount (hundreds of
milliseconds) if Stimulus 2 appears soon after Stimulus 1, and drops to a baseline level if the delay
is long enough (see observed curves in Figures 3 and 4). While it is easy to see how this effect
would result if the two tasks had to share perceptual or motor processors, the PRP effect occurs
even when different stimulus and response modalities are used in the two tasks. In fact, various
results show that if the stimuli are in different modalities, the perceptual processing can be done
simultaneously for the two tasks (Pashler, 1984).

Demonstration of Parailel Cognitive Processing in Multiple Tasks

The traditional explanation for the PRP effect assumes that the cognitive processor can do only onc
thing at a time, so the cognitive process of selecting the response for Stimulus 2 must be delayed until
Response 1 has been selected or executed. However, results from our quantitative computational
model have led us to conclude that response selection can also be done for both tasks simultaneously,
meaning that the cognitive processor fires response selection rules in parallel. Here we will present
EPIC models for both explanations. In both cases, in order to ensure that the response to Stimulus |
is always made first, the executive process must delay some aspect of Task 2 until Task 1 is complete.
The two explanations differ in which process is postponed: response selection (the traditional
explanation) or response production.

We have modeled a data set collected by Hawkins, Rodriguez, and Richer (1979), who conducted
one of the most precise and comprehensive PRP studies available. The independent variavbles
included the stimulus and response modalities for the choice reaction tasks and also the difficulty of
the second task. Figure 3 shows the observed Task 2 reaction times when the Stimulus 1 is auditory
and Response 1 is a left-hand manual button press, and the Stimulus 2 is visual and Response 2 is also
a manual button press, but using the right hand.
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Figure 3. Selection-postponement model: Observed and Predicte.! Task 2 Reaction Time (RT) for
Auditory-Manual Task | at two difficulty levels. Easy Task 2 is square points and takes less time than
Difficult, shown as circular points. Observed data are large points with solid lines; predicted values
are small points with dorted lines.
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Considering for the moment just the observed data at long delays, the lower curve is for Task 2
being Easy (a 2-2 stimulus-response mapping); the upper curve is for Task 2 being Difficult (an 8-2
mapping). The Difficult Task 2 takes longer because on the average, more cognitive processor cycles
are required to select the response.

Consider first an EPIC model based on the conventional assumption that the cognitive processor
can select only one response at a time. The predicted values shown in Figure 3 were obtained with
such a selection-postponement model. Figure 4 shows a flov chart for the model processing. At the
beginning of the trial, the executive process suspends the Task 2 response seiection rules by removing
the Task 2 goal from WM, and replaces it when the Task 1 response has been made, ensuring that
Response 2 will be selected and produced after Response 1. At short delays, Task 2 must wait for the
Task 1 response, but at long delays, Task 2 is free to run as soon as Stimulus 2 arrives because Task 1
is complete; thus as shown in Figure 3, the model predicts an overall PRP effect; the Task 2 reaction
time is much slower at smaller inter-stimulus delays.

Executive Process
(Cognitive Processing)

Task 1 Process Trial
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81

Task 2 Process

Move eyes to right for S2
Enable Task 1
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Processing -
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R1 {'arted
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~ Cognitive Processing
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Enable Task 2 /
— - et v————————
=® } Task: response
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Response Selection
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Motor Processing
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Figure 4. Selection-postponement model: The executive process enables Task | response selection
processing but does not enable Task 2 response selection until Task | is complete.

However, there is a serious misfit in Figure 3. Note how the effect in the data of Task 2 difficulty is
much smaller at short delays than at long delays. In contrast, the selection-postponement model
predicts that the effect of Task 2 difficulty should be the same at both short and long delays, because

Task 2 response selection is always postponed until Task 1 is complete. Such models cannot explain
this differential effect of difficulty.

Now consider an EPIC model that takes advantage of the parallel operation of the cognitive
processor by postponing response production instead of response selection. The flowchart for this
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response-postponement model is shown in Figure 5. The executive process allows Task 2 response
selection to go on until a response is selected, but then requires Task 2 to wait for permission to
instruct the motor processo- to produce the response. After Response has been made, the executive
permits Task 2 to send the response information to the motor proc-isor. Figure 6 shows the predicted
values for the same data generated by this response-postponement model. Because the Task 2
response selection rules can fire in parallel with the Task 1 rules, the Difficult task does not take much
more time than the Easy task at short delays; both perceptual and cognitive processing for the two
tasks can be substantially overlapped. However, at long delays there is no overlap, and so the full
time for each processor to complete its work shows up in the Task 2 reaction time.

Executive Process
(Cognitive Processing)
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Task 1 Process * Task 2 Process
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~ Processing
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Motor Processing
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Figure 5. Response-postponement model: The executive process enables response selection

processing for both Task 1 and Task 2, but does not allow Task 2 to instruct the motor processor until
Task 1 is complete.

The better fits in Figure 6 compared to Figure 3 are also due to two additional mechanisms. First, if
Task | is complete when Stimulus 2 arrives, then Task 2 can be done in a different mode, in which the
) response can be sent directly to the motor processor, saving some time. Second, if there is adequate
delay between Task | and Task 2, the manual motor processor can be preprogrammed with the right-
hand feature for Res|. “nse 2, thereby speeding up the response production. The good fit of this
model to the data is typical of our models of PRP data.

’ To account for the Hawkins et al. data set, we propose a different executive process strategy for
) each of the four combinations of stimulus and response modalities used in the study. Because the
subjects were very well practiced, it seems reasonable that the executive strategies will minimize
response time as much as possible, and the executive strategies thus depend on the modality
combination. For example, 1f both stimuli are visual, the executive process moves the eye from the
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site of the first stimulus when it is detected to the second stimulus, while allowing both tasks to run to
completion as soon as they receive their input without postponement or other overhead. This is
optimal because the eye movement delay is long enough to ensure that the responses appear in the
correct order. The resulting set of four executive models, running with identical rule sets for the two
tasks, accounts for almost all of the systematic variance among the mean Task 2 reaction times across

inter-stimulus delays, stimulus modalities, and response modalities, having r% = 99, N = 48 (sce
Meyer & Kieras (1994), for a discussion of the details of these results and the issues of goodness-of-
fit and degrees of freedom).
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Figure 6. Response-postponement model: Observed and Predicted Task 2 Reaction Time (RT) for
Auditory-Manual Task | at two difficulty levels. Easy Tusk 2 is square points and takes less time than
Difficult, shown as circular points. Observed data are large points with solid lines; predicted values
are small points with dotted lines. The model postpones response production

Current Work on a Classic Multiple-Task Paradigm

Another model under development concerns a very heavily studied multiple-task paradigm in
which the subject must perform both a tracking task and a choice task. Developing an EPIC model
for tracking brings out many key issues about the nature of tracking; our approach has been to
represent tracking as a distinct motor processor “style” in which the human has a well-learned skill for
operator the tracking control; the cognitive processor need only supervise the process. Our cuirent
work is modeling some results obtained by Martin-Emerson and Wickens(1292) which are especially
revealing about the role of eye movements and the use of visual information during such a dual task.
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APPLICATION OF EPIC TO HUMAN-COMPUTER INTERACTION

Comparison to Other Models of Human-Computer Interaction

Since it is a general model of human information processing and performance, EPIC should be
applicable to many issues in human-computer interaction (HCI). In fact it incorporates and extends
some of the most successful theoretical concepts in HCI.

Production-rule models, and their higher-level relative, GOMS models (Card, Moran, & Newell,
1983; Kieras, 1988), appear to capture the procedural requirements of an interface very well. In the
Cognitive Complexity Theory (CCT) approach (Kieras & Polson, 1985; Bovair, Kieras, & Polson,
1990), the production rules are organized in a GOMS format, being organized hierarchically and
sequentially by goals and methods. But models at the level of the MHP appear to capture very well
the processing sequence characteristics of a task. For example, the scheduling-chart models in Gray,
John, and Atwood (1992) for telephone operator tasks show which processor runs at what time, and
which waits for output from another. This seems to be a useful characterization for tasks such as
telephone operator tasks, because the sequence of processing would be optimized for speed and
stable for such well-practiced. time-critical tasks. Since both CCT and MHP models seem to be
successful in their domains, it is important to see how they both fit into a framework such as EPIC.

The CCT production-rule models can be mapped to the EPIC architecture in that the CCT model
production rules are simply executed as-is by the cognitive processor. The perceptual and motor
operators "bypassed” in the CCT analysis would be lower-level methods that interact closely with the
per eptual and motor processors, as would be involved, for example, in visually locating an object on
the screen. If the quality of the interface depends heavily on such perceptual-motor interactions, then
an EPIC model should be more exact and useful than a CCT model.

The Gray et al. scheduling-chart models for the telephone operator tasks relate to EPIC in that they
show the sequence and relations of the processor activities, but the method followed by the human in
doing the task is implicit, rather than explicit, in the schedule chart. So analyzing one of these tasks
with EPIC requires writing the production rules to be followed by the cognitive processor in
performing the task, ensuring for example, that eye movements are made at the proper time. Such a
model can then generate behavioral predictions for any instance of the task. The explicit production-

rule representation also facilitates comparison of the structure of different tasks.

A High-Performance Human-Computer Interaction Task

We are developing EPIC models for the telephone operator tasks studied by Gray, John, and
Atwood (1992). These tasks are of special interest because an analysis of them in terms of the MHP
was of considerable economic value in this domain where a second's difference in average task
completion time is worth a substantial amount of money. The EPIC architecture is "programmed"”
with a set of production rules capable of performing all possible instances of the telephone operator
tasks that are within the scope of the rules. The perceptual and motor processors generate the times
required to move the eyes around, perceive stimuli on the operator's workstation screen, and reach for
and strike keys under the direction of the cognitive processor rules. These rules can arrange to
overlap some of the activiti=s in order to save time. These EPIC models for the telephone operator
tasks are similar to our PRP task executive models, in that they are optimized for speed by
overlapping as many processes as possible, and by preparing or executing motor movements as soon
as the task permits. Such optimized rules are organized according to the optimal temporal
interleaving of the peripheral processes, analogous in organization to highly speed-optimized code
for a real-time computer system.

In preliminary results, the EPIC models appear capable of generating usefully accurate predicted
completion time for such tasks rather more easily and generally than the MHP-based analyses. This
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work has been presented in Wood, Kieras, and Meyer (1994).

Representation of Skill in HCI Tasks

In high-performance tasks such as the telephone operator tasks, and indeed many multiple-task
situations, it is critical for the human operator to act as rapidly as possible. Constructing models for
such tasks in EPIC allows us to explore how such procedural skill would be represented, and how it
might develop. Based on existing research, representing procedural knowledge as structured in
terms of a hierarchy of goals and methods, as in the GOMS model, appears to be both theoretical
appealing and empirical accurate, at least in ma\y task domains such as text editing. Such a
representation is analogous to well-modularized code in the structured programming style.
Furthermore, if the interface can be operated with a simple and consistent set of methods, then it is
relatively fast to learn. Thus procedures that are well-structured in GOMS terms should correspond
to easily learned interfaces.

However, a disadvantage of such GOMS-structured procedural knowledge is that, as represented in
EPIC, there is a certain amount of overhead in processing the hierarchically structured procedural
knowledge, analogous to the subroutine calling overhead in computer programs. Thus GOMS-
structured procedures may be inherently slower than less well-structured representations.

But there is an additional speed disadvantage of GOMS-structured methods: they are committed to
executing only in the context of accomplishing the current goal. In contrast, our EPIC models can,
when appropriate, take advantage of certain possibilities for speeding up execution that involve
making actions early, and out of their apparent procedural context, such as starting an eye movement
during one part of the task in anticipation of getting information needed in a later part of the task.
Such anticipatory actions are not contained strictly in the goal-based methods to which they are
relevant. This approach to organizing actions violates a principle of modularization in good
computer programming practice, in which the computations relevant to particular programming goal
are kept together, encapsulated in their own distinct routines. Thus the greater speed is had at the
expense of the modular goal-organized procedures.

Yet EPIC is not rigidly committed to either GOMS-structured production rules, or speed-optimized
production rules. Rather, using EPIC brings out the important puzzle of when the production rules in
a model would be GOMS-structured versus optimized for speed. Perhaps the production rules for
time-stressed highly practiced skills would be in the speed-optimized form, while normal, less-
prac:iced skills would be GOMS-structured. Learning a procedural skill might progress from the
initial stages to a fully automated, or "tuned" state by changes in the production-rule organization
(see Anderson, 1987; Card, Moran, & Newell, 1983; Schneider, 1985). When the system is first
learned, a GOMS representation of the skill seems reasonable, in that the user's procedural knowledge
is organized in terms of methods for accomplishing goals, and these methods are executed in a
sequential hierarchical fashion, especially if speed is not critical or the perceptual and motor activities
must be done sequentially. These methods could be refined to some extent with further practice
(Bovair, Kieras, & Polson, 1990). But after extreme practice, especially if speed of operation is
critical and perceptual and motor activities can be done simultaneously, the methods may become
"flattened” and interleaved, so the original goal-hierarchical sequential form is lost in favor of a
representation that permits the fastest possible temporal coordination of the processes with minimal
cognitive activity.

The interesting question this analysis brings out concerns the extent to which there is some form of
tradeoff between whether an interface would be easily learned by virtue of having a good GOMS
structure versus it being easily speed-optimized by virtue of having a structure that permits time-
consuming actions to be interleaved and overlapped. If we understood the relationship between well-
modularized and speed-optimized procedures, we could determine whether an interface design can
support an extreme level of skill by determining whether it would be possible for speed-optimized
procedures to be derived from the initial GOMS-structured procedures. For example, compared to a
systemn that will always be operated according to sequential methods for hierarchical goals, a system
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that must eventually be operated at very high speed will not only have to meet more stringent
requirements on display design and input devices, it might also require very specific sequences of
display events and input operations. For example, one of the workstations analyzed in Gray, John,

- and Atwood (1992) was unnecessarily slow because one input operation could not be overlapped with
other processes.

CONCLUSION

The PRP and HCI models summarized here illustrate how the EPIC framework can represent a task
situation in quantitative detail, and can address some fundamental issues about the cognitive
architecture and how multiple tasks are coordinated. One result is that a central bottleneck is not a
necessary assumption, and that data thought to require such an assumption can be explained by more
obvious competition for the same peripherals in the context of the requirements of the task. The role
of the executive process as a coordinator and sequencer of task performance is made clear. The
executive strategies attempt to optimize the task performance by sequencing the activities of the
peripheral processors based on their temporal characteristics.

The potential for EPIC to function as an engineering model in practical domains such as computer
user interface design is clear from our current work with telephone operator tasks. In addition, by
developing and applying an explicit theoretical framework, it is possible to explore otherwise
unrealized and intractable theoretical issues. For example, our current work on tracking tasks has
brought out many poorly understood aspects of the tracking task. Another insight comes from the
above discussion about the representation of skill, which points to a hitherto unrealized twist on the
ease-of-learning/speed-of-use distinction and the relation between interfaces for desktop and office
tasks and those for supporting high-performance tasks.

REFERENCES

Anderson, J. R. (1976). Language, memory, and thought . Hillsdale, NJ: Lawrence Erlbaum
Associates.

Anderson, J. R. (1987). Skill acquisition: Compilation of weak-method problem solutions.
Psychological Review, 94, 192-210.

Bartelson, P. (1966). Central intermittency 20 years later. Quarterly Journal of Experimental
Psychology , 18, 153-164.

Bovair, S., Kieras, D. E., & Poison, P. G. (1990). The acquisition and performance of text editing
skill: A cognitive complexity analysis. Human-Computer Interaction, 5, 1-48.

Card, S. K., Moran, T. P,, & Newell, A. (1983). The psychology of human-comgputer interaction .
Hillsdale, NJ: Lawrence Erlbaum Associates.

Gray,W. D., John, B. E., & Atwood, M. (1992 ). The precis of Project Ernestine, or an overview of a
validation of GOMS. In P. Bauersfeld, J. Bennett, and G. Lynch (Eds.), CHI'92 Conference
Proceedings , £.CM, New York.

Gopher, D. (1992 ). Attentional control: Acquisition and execution of attentional strategies. In D.
E.. Meyer & S. Kornblum (Eds.), Atrention and performance XIV: A silver jubilee . Hillsdale, NJ:
Erlbaum.

. Gopher, D., & Donchin, E. (1986). Workload: An examination of the concept. In K.R. Boff et al.
(Eds.), Handbook of percep:ion and performance ,Vol. II (pp. 41.1-41.49). New York: Wiley.

Hawkins, H. L, Rodriguez, E., & Richer, G. (1979 ). Is time-sharing a general ability? Technical
Report No. 3, Center for Cognitive and Perceptual Research, University of Oregon.

13

16




Kantowitz, B. H.. (1974). Double stimulation. In B. H. Kantowitz (Ed.), Human information
processing: Tutorials in performance and cognition . Hillsdale, NJ: Lawrence Erlbaum Associates.

Kieras, D. E. (1988). Towards a practical GOMS model methodology for user interface design. In
M. Helander (Ed.), Handbook of Human—Computer Interaction (pp. 135-158). Amsterdam:
North—-Holland Elsevier. .

Kieras, D. E. (1990). The role of cognitive simulation models in the development of advanced
training and testing systems. In N. Frederiksen, R. Glaser, A Lesgold, & M. Shafto (Eds.),
Diagnostic monitoring of skill and knowledge acquisition . 1i.llsdale, NJ: Erlbaum.

Kristofferson, A. B. (1967). Attention and psychophysical time. In A. F. Sanders (Ed.), Artention
and performance (pp. 93-100). Amsterdam: North-Holland Publishing Co.

Martin-Emerson, R., & Wickens, C.D. (1992). The vertical visual field and implications for the head-
up display. Proceedings of the 36th Annual Symposium of the Human Factors Society. Santa
Monica, CA: Human Factors Society.

McLeod, P. D. (1977). A dual task response modality effect: Support for multiprocessor models of
attention. Quarterly Journal of Experimental Psychology ,29, 651-668.

Meyer, D. E., & Kieras, D. E. (1992). The PRP effect: Central bottleneck, perceptual-motor
limitations, or task strategies? Paper presented at the meeting of the Psychonomics Society, St.
*.ouis, MO, November.

Meyer, D. E., & Kieras, D. E. (1994). mputatioual modeling of basic multiple-task performance:
The EPIC architecture and psycholog,..] refractory period phenomena. Manuscript in
preparation.

Norman, D. A., & Shallice, T. (1986). Attention to action: Willed and automatic control of behavior.
In R.J. Davidson et al. (Eds.), Consciousness and self-regulation , Vol. 4. New York, Plenum Press.

Pashler, H. (1984). Processing stages in overlapping tasks: Evidence for a central bottleneck.
Journal of Experimental Psychology: Human Perception and Performance , 10, 358-377.

Pashler, H. (1990). Do response modality effects support multiprocessor models of divided attention?
Journal of Experimental Psychology: Human Perception and Performance , 10, 826-842.

Peck, V. A., & John, B. E. (1992). Browser-SOAR: A computational model of a highly interactive
task. In P. Bauersfeld, J. Bennett, and G. Lynch (Eds.), CHI'92 Conference Proceedings , ACM, New
York.

Rosenbaum, D.A. (1980). Human movement initiation: Specification of arm, direction, and extent.
Journal of Experimental Psychology: General , 109, 475-495.

Schneider, W. (1985). Training high-performance skills. Human Factors , 27, 285-300.

Welford, A.T. (1952). The "psychological refractory period" aud the timing of high speed
performance - A review and a theory. British Journal of Psychology, 43, 2-19.

Wickens, C.D. (1984). Engineering psychology and human performance . Columbus, OH: Charles F.
Merrill.

Wood, S., Kieras, D., & Meyer, D. (1994). An EPIC model for a high-performance task. Poster
presented at CHI'94 ACM Conference on Human Factors in Computing, Boston, April 25-28.

14

17




Q

Aruitoxt provided by Eic:

ERIC

Kiernedsel 18 AVG 92

rom: ALL_AREAL, CPLX_LANJY
Dr. Both Adelosa

de

Ratgees Usinersity

Camien, NJ 05102

Tesawical Dosnmest Center
AUVHOR-TDC
Wright-Prtterson AFB

Ol 434336500

Dv. Devid L. Alderton, Code 131
Novy Porvsasel RAD Couier
Sea Diege, CA 921526400

Dr. Jomes A. Andersen
Cryermsent of Cogaitive 20d
Lisguioti Sebesscs

Browa Usiversity

B ivR
Providense, RI 02912

Dr. Joba R Aséerson
Departmant of Prychelegy
Carnepie-Molion University
Scheaiey Park
Pitnburgh, PA 15213

Dr. Siapiven J. Asdeioty, Chairman
Coliege of Information Studies
Deened Usiversity

Philedeiphia, PA 19104

Dr. Gregery Asrig
Bdewstisaal Totting Serviee
Prissston, NJ 08341

Techalesl Directer, ARI
S0M Bisenbowsr Avesse
Alanadtia, VA 2333

Baéward Atkins
13705 Lakewood Cr.
Revirville, MD 20450

Dr. Mivheel B Atweod
NYNEX

Al Laborstory

300 Westchestor Avense
White Plains, NY 10604

Dr. Patricia Baggett
Schesl of Blosation

€10 E Usiversity, R 130D
Usivorsity of Miskigan
Asn Aster, M1 41001259

Dr. Maryt & Beker
Navy Perseusel RAD Center
Sou Diege, CA 921526600

Dr. Plarre Baidi
Divisten of Biclogy, 21676
Califorsie [netitets of Tethaolegy
Passdena, CA 125

Dr. Wiliem Q. Borry
Director of Lide sad
Bavirosmental Seieness
APOSR/NL, N1, Didg, 410
Beilisg AFB, DC 200026448

Dr Menschs Bicenbosn
Béwieticast Tostbeg
Servies

Prissotsa, NJ 05341

Dr, C. Alea Beanss
Depactment of Prycholegy
George Masea Usiversity

Stanford University
Swsbard, CA 54308

Dr. Robert Brosux

Code 252

Nival Training Sysscan Coator
Ovissde, FL 32006-524

Dr. Ana Bevwn
Greéusts School of Bdocation
Usiwersity of Califormia
EMSTA4533 Telmon Hall
Backeley, CA 9470

CDR Rebort Carr

HO

Newl Rasearch Laboratery
Weshia gion, DC 20990

Dr. Bduarbe Cascaliar
Bduastioas! Tosting Serviee
Resedale Reat
Priassten, NJ 08341

Dr. Pasi R. Chatolinr
Poreepirosias

1911 Nocth FL Myec Dr.
Suite BOO
Adiagiea, VA 7200

Dr. Michelene Chi
Lesrniag R & D Contar
Usiversity of Pitwbarph
399 O'Haen Street
Pimborgh, PA 15260

Dr, Susas Chipmaa
Coguitive Selsast Program
Otfiee of Navel Rassnrsh
800 North Quiacy St.
Astisgien, VA 222175000

Dr. Reymosd B Carbetat
UBS LAMP Selenes Adviser
ALHRMIL
Brooks AFB, TX %238

Dr. Dovid B Clement
Department of Prychelogy
University of Sonth Carelina
Colnmbia, SC 9008

Dr. Redacy Cocking

NIMH, Basie Behavior sad
Coguitive Seienew Rasearrch
5400 Fubors Lowe, Rm 11C10

Pacitlawn Buiidiag
Reskvitie, MD 20857

Offios of Novel Rasescvh
Code 114
Adiaglen, VA 22117-5000

Dieectar, Cognitive sad
Newenl Schewows, Code 1142

OtSee of Navai Rassarch

Atliaghes, VA 22217.5000

Dirsetae

Trw'~ing Sysseams Deportsent
Code 15/,

Nevy Persosne! RAD Cester
Sae Diege, CA 921526800

Library, Code D1
Nevy Persownat RAD Cewter
Sea Diege, CA 921525000

18
RFST APV AURIIARYF

Dr. Michasl Cowes

Code 12

Nevy Pecsesasl RAD Center
S48 Diege, CA $21526400

Dr. Kenaeth K. Crows
Assteps Seiwven, ae.
P.O. B 519

Soutn Barbers, CA 93102

Dr. Poir Caliswwar
Direstec, Contar for Cognitive
Sebonse

208 Ohde Stndiom Bast

196 Twwinle Park Plass
Colvmbas, OH 437101102

Dr. Disne Dames

Dept. of Homae Pactens
nstitade of Sedety &

Usiv. of Sostbern Calidornia
Lae Angeles, CA 900090021

Mlargeret Dy, Libracian
P.O. Bex 1072
Butier, PA. 16003

Dr. Gosty Delosete

3501 Lyos Street
Sea I'ransiess, CA
"z

Dr. Sharea Darry
Fiorida Stess Usiversity
Deportmret of Prychology
Taliehasses, FL. 32306

Dr. Stephanic Doane
Univorsity of Tihinsss
Depactment of Prycholegy
603 Bast Desmiet Stroct
Chamgeign, IL 8520

Dr. Emsssel Doashia
University of {llineis
Department of Peycholegy
€03 East Duniel Stroat
Qaampeig, IL. 61600

Defonse Toshaioal

laformetise Conter
DTK/DDA-2
Camerea Siaties, Bidg 5
Almadcia, VA 2314
(4 Copios)

Dr. Rishard Durva
Graduete Schecl of Edvention
Usiversity of Caliloenia
Seats Borbenn, CA 98106

Dr. Joha Bl
Nevy Persoassl RAD Coeter
Cde 3

See Diegs, CA 921526000

Dr. Ssssn Bpeseia
144 S, Mosstsia Awene
Montsledr, NJ 07042

ERIC Pasility-Asquisitions
1301 Piecard Deive, Suite 300
Reockvithe, MD 208504303

Dr. K. Asders Brissoa
Usiversity of Colorado
Deporsment of Peysboiogy
Compus Box 345
Besider, CO 803000043

Dr. Macthe Bveas

Dept. of Computer Seiones
Likiasls Tnstivete of Toharsiogy
10 West 310t Street
Chinge, IL. 60816

Dr. Boatrioe J. Farr
Army Resssrvh Tastitnte




PERI-IC Mr. Loe Glodwin 40 West 200 Strwet
5001 Eesshowsr Avesse 305 Davis Avvass New Yook, NY 101
Alamsadria, VA ZD33 Lossbacy, VA 22073
Dr. Willisn Howell
Dr. Marshad J. Fuer De. Rebert Gloser Chiel Seloutint
Pacr-Sight Co. Laaraisg Researeh AFHRLCA
2520 Neeth Vernea Street & Developmont Conter Beoslis AP, TX 76233-5601
Aslingion, VA 20207 Univarsity of Pitisbacgh
399 O'Hare Strest Dr. Berl Hoat
De. Kathioea Parnendes Passbargh, PA 15260 Dept. of Pryehelegy, N1.25
Nowal Ossen Syntoms Contor Usivsrsity of Wahingios
Code 413 Dr. Marvia D, Gloek Seattle, WA 98185
San Diege, CA 82152 101 Homestond Terrwee
Tohama, NY 14856 Dr. Jsak Huater
Me. Wellaes Feurmig 227 Costidge Sirent
Béusstivasl Tesbaciegy De. Sem Gloskssorg Lausing, M1 48006
Beit Bornnek & Neowaa Department of Prychology
10 Mosiwwe St Prisseien University De. Marsia 1. Ippel
Cambridge, MA 02138 Prinscion, NJ  08544-1000 Coutar for the Lndy of
Bdosiion sad [asiruction
De. Vister Ploids De. Smen K. Colimen Laiden University
Depermaent of Pryshelegy Puabedy College, Box 45 P. O. Bog 9533
Meatgeamery College Vaaderbilt Univecsity DU RB Loides
Rockville, MD 20850 Nashwilie, TN 37208 THE NETHERLANDS
Dr. J. D Flotsher Dr. Shirvie Gott Z Jowbesn
Tnscitnte for Defonse Anaiyses AFHRLMOMI Beresa of Monsgement Comialting
MOl N. Bosaregand S8 Breols AFR, TX 78235-5601 T3S Lavriez Ave, W,
Alumadria, VA 2011 Ounwn, Ontarte K1H 503
Dr. Arthae C. Orseseer CANADA
De. Lawrenes T, Prase Deparunest of Prychelogy
Exestive Dicomr Memphis State Uabversity Dr. Rebort joansrone
Division of Cogaitive sad Momphis, TN 38152 Biec. sad Computer Bag, Dept.
Tnstructionad Seionce University of South Carelies
Béucetional Testing Servise Dr. Weyne Gray Calonbla, $C N8
Primssten, NJ 08541 Grendeats School o Blustion
Fordham University Dr. Clonde Janvier
De. Caet H. Prederikssn 113 West $0th Street CIRADE, X- 120
Dept. of Biusstisasl Prysheiegy New Yook, NY 10023 UQAM
MeGill University P. O, Bow 9004, Seec. A
3700 M<cTovieh Street Dr. james G. Greeno Moatresl, Quebec HIC 3PS
Meatreal, Quebec Schel of Edwaation CANADA
CANADA HIA 1Y2 Staslerd University
Reom 311 Dr. Robis Jefiries
Dr. Nermaa Proderiiiosn Stanberd, CA 9005 Howiost-Packand
" ipmtsan) Teting Serviee Laberstorier, 1U-17
(O5-R) Dr. Siapbes Groube: P.O. Bex i490
Priosstsa, NJ 08341 Cuatac for Adeptive Systoms Pale Ales, CA 94303-0060
Room 244
Dr. Aldeod R Pregly 111 Cummisgion Strost De. Bégar M. Jobaven
APOSR/NL, Bidg, 410 Bosion Usiversity Teshaleal Dicostor
Beliing AFR, DC 200326448 Bastee, MA @215 U3 Armry Resesrsh [natitate
001 Bisenhower Aveses
Dr. Aliods Privimsn De. Mishoe! Habon Adomodria, VA 22333-5600
Department of Prychoiegy DORNIBR GMBH
Undversity of Albarta P.O. Bex 140 De. Micheel Kaglea
Bémosten, Alberia D-7950 Friedeichahabes 1 Otfies of Basic Rasesced
CANADA TG 8¢ WERST GERMANY US. Army Rassarch [nstituie
00 Blseshower Awane
Dr. Josk J. Goltand Masityn Halpers, Librarisa Almadria, VA 22333-5600
Depactmont of Preybeiogy Brigham Libeary
Priasewss U Bévastionsl Tasting Secvice  / De. Mibtea S. Katx
Priossssa, NJ 08544-1010 Coarser sod Rosedale Roods PSC 002 Bex 15
Prioestes, NJ 08541 FPO AE 0491520
Dr. Dedrs Gentaer
Nocthwastorn Universicy Dr. Kristias J. Hammond Dr. Wendy Keliogy
Depariment of Prycheiogy Depormment of Compamr Sciewce IBM T. J. Weisen
2009 Sreriden Rosd Usnivarsity of Chisage Ressureh Crr.
Swrit Hall, R 102 1100 B &b S0 PO, Box 74
Bvensten, 1L 60008-2T10 Chisege, IL 60637 Yocktown Heights, NY 10558
Chair, Depectment of Dr. Swspien J. Homsca
Computer Ssbtues Learsiag & Xaowledpe
Geoege Masoa University Asquisition Resoarch
FPaictax, VA 2X00 Siomens Rasssreh Centor
755 Colbege Roud Bast
Prissstns, NJ 04540 De. JAS, Keles
Conter tor Complax Sysbrm
Dr. Potrisk R Hoerison Beliding MT 9
Competer Scieass Deportment Florids Atisatis University
Dr. Helea Gigey US. Noval Acsdemy Boas Reten, FL 33431
Novel Rosourvh Lad, Code 5330 Assepelie, MD 214025002
4555 Overlesk Awane, S, W, Dr. Duvid Kinrre
Washisgiea, DC 20875-5000 Dr. Keich Holyoek Techaieal Conmenication Program
Departmont of Pryvholegy TIDAL Bidg., 2360 Beoistosl Bivd.
Dr. Pailip Qillis Usivernity of Colifornie Uniwersity of Mishipa
ARIL.Poet Gordea Las Asguies, CA 90024 Ass Arber, M| 481082108
ATTN: PBRI-ICD
Port Gurden, GA 30803 M. Jukia 8. Hough Dr. Seag Ho Kim
Cambridge University Press Béosstionsl Testing Secvier
Q
BEST COPY AVAIL




Q

ERIC

Aruitoxt provided by Eic:

Dr. Macwia C. Lina
Groéoass Sthoo

of Biwsstion, EMST
Tolmea Holl
University of California
Berbaiey, CA 9470

Dr. Wilkiom L. Maley
Code 04

HETPMSA
Ponseosda, FL. 325085000

Dr. Bvass Mondes
Coorge Marea University
4400 Uniwersity Drioe
Polan, VA 2000

Dr. Kathiosa McKeown
Calembia University
Daperusest of Compater Sciense
450 Compubie Scicace Building
New Yerk, NY 10027

Dr. Joseph Mclachlan
Navy Porsoanel Racancch
ané Development Crator
Code 14

Sea Diegs, CA 92152-68000

De. Mishao! McNowse

DET-1, ALCFHL

BLDG 248

Wright.Puttersen AFR, OH 4502

Dr. Alss Mayrowitx
Navl Resosrsh Lobarntory
Cade 5510

4555 Overtosk Ave, SW
Weshisgien, DC 20575-5000

Dr. Rysmsrd S. Michabski
Cantar for Artificial Inteiligoace
Goorge Mason Usiversity
Sdewst ssd Tosh 11, RmAll
4400 Usiversity Drive
Foirha, VA 22030-4444

De. Asdesw R Molaar
Appiicatioss of Advansed
Teshoologios, Aa. €33
Nathena! Selrase Fosadation
Weebiagion, DC 20350

BEST COPY AVAILABLE

2f)

Acsdevric Proge. & Rescareh Brasch
Navel Tochaiosi Traisieg Command
Cede N2

NAS Memphis (75)

Miskingion, TN 30054

Mr. J. Nelisses

Tweate Usiversity

Pos. Bibl. Tocgepasts Ouderwyshsade
P.Q B 17

7500 AB Baseisode

The NETHERLANDS

Dz Deaald A. Normaz
Depactmvenc of Cogaitive Seionse
Usiveesity of Califorsia
La Jolia, CA $2088-0513

Direstec

Assistrat for Treisiag Toshosiogy
sad Hosen Fostors

Offiee of the DCNO(MPT) (Op-11E)
Department of the Navy
Wushingea, DC 20836-2000

Special Assintant Sor Reseseoh
Masagement

Chiel of Newad Persoanel (PERS-OUT)
Dupactmont of the Novy
Washiagiea, DC 20550-2000

De. Jodith Orrsane

Mail Swvp 291

NASA Ames Researsh Conter
Mofion Pioid, CA 9433

Dr. Jesss Orisaeky
Laskmte for Defesss Asslysres
1801 N. Bevoregurd SL
Alsmsadria, VA 2211

Dr. Okaborn Puck
Arwy Reseoreh lostitnte

5001 Biseabewer Aveone
Alsmodria, VA 72333

Dr. Rey Pea
Tastitwie $or the
Lesrning Sticosss
Nerthwestora Usivarsity
1090 Mople Aveone
Bresten, IL 602N

Dr. Ray $, Perex
ARI (PERLID)




Mr. Poal S, Roa

Cods U3

Nrvel Sortaes Wactare Conter
Whits Ouk Labarsiory
Sives Spring, MD 20903

Dr. J. Wesiey Regiea
AFHRLADI
Beosks AFS, TX DS

Dr. Frod Reit

CDBC, Swith Hail
Carsegie-Molton Ushvenity
Piambacy, PA 13213

ERIC

Aruitoxt provided by Eic:

Puisburgh, PA 15213

Mc. W. A. Rimse

Heed, Humaa Facton Divisios
Neval Trainiag Sysious Contar
Code 6

12350 Rasearsh Packmy
Oviasde, Fi. 326924

Dr. Linda G. Reberts

Sabonss, Bénsaticn, s0d
Treaspeciniiea Prognm

Ofibes of Toshaotogy Assessmont

Coagroas of the United Siaten

Washiogien, DC 20510

Dr. Androw M. Rese
Amerina lastituie
fioe Ressareh

3333 K Sarvet, NW.
Weshingies, DC 20007

Dr. Béuarde Selas

Humua Postors Divisloa (Code 202)
12350 Ressarvh Parkwey

Novel Tralaing Systoms Contor
Criende, FL. 32006324

Dr. Mark Schlager
SR Intrreational
333 Revesowesd Awe.
Reea BS-131
Meade Park, CA 94023

De. Welter Schasider
Learniag RAD Center
Unsivensity of Pitubargh
3599 O’Hora Street
Pionborgh, PA 15260

Dr. Alsa H. Scheenteld
Universicy of Califoruia
Departmest of Biucation
Beckoiey, CA 94720

Dr. Mary Schestz
4100 Parkside
Carlubed, CA 92008

Dr. Judith W. Sepel

OER!

333 New Jetsey Ave, NW
Wushisgtes, DC 200085648

Dr. Robart I, Scided
US Armry Resesreh [sstitute
3001 Biueshower Ave,
Aleamaadria, VA 22333

Dr. Colioen M. Seidert
Deporament of Prychoiogy
Usiversity of Michigea
330 Packard Reed

Aasn Arber, M1 45104

Dr. Terrense J. Sejsonsid
Prefossor

The Salk Tastitese
?. O, Box $5400
Sea Diege, CA S2138.9216

Dr. Michasl G. Shatse .
HASA Ames Resoarsh Cur.

Mail Stop 2621

Modierr Fiold, CA 94035-1000

Mr. Richacd J. Sharelsca

Gradusta Scheol of Edweation

Uséversity of California

Santa Parbers, CA 93106

Dr, Jerome B Slager

Departmest of Medical Prychotogy

Usiborwed Serviesr Univ. of the
Heslth Seisnens

4301 Jeaes Bridge Roed

Bethosds, MD 20814-4799

Dr. Joa Siaaet

21

BEST COPY AVAILABLE

Department of

Conprier Selenc
Tewson Stase Univensity -
Towses, MD 21204

Dr. Derek Slesassa

Competing Scienet Department

The Usiversity =
Abordess A 2FX

Ssetiend

UNITED KINGDOM

Dr. Robert Smitiie

Noval Osona Systems Conter
Code 443

Sen Diegs, CA 921525000

Dr. Rishard B Saew
Schosi of Blassiiee
Siwsberd University
Simaberd, CA 94303

Dr. Katheyn T. Spochs
Depactment of Cogitive
& Lisguioti Soionses
Bx 1978

Bevwn Usiversity
Providenes, RI (2912

Dr. Jumes J. Staanewedi
Dept. of Prysholegy
Usiversity of Sewth Carolins
Colamble, SC 22110

Desa, Coliege of Behaviorsl
00d Sesial Seiences

U .vanity of Maryleed,
Baitimere Comnty
Seldiaere, MD 1224
Dr. Kaet Vaalata
Lesrnieg Resenrch

& Divelopmont Crr.
Usivenity of Piasborgh
209 O'Hars Street
Pisbargh, PA 15260

De Pore, W1 341152009

Dr. Deughas Wetsel

Code 13

Navy Persensel RAD Center
Soa Diege, CA 92152-6000

Dr. Bacbars Whine
Sebool of Bioation
Telman Hatl, EMST
University of California
Berheley, CA 9470

Alaxasdrs K. Wigder
NRC MH-1N

2101 Constitntion Ave.
Washingios, DC 20413

Dr. Devid Wikey

Sebeel of Béusatioa

od Sosiel Pelicy

Nerthwostern Usivervity

Braasiee, IL 008 -

Dr. Dwvid C. Witkies

Usiversity of 1iliacls

Deportment of Conputer Science

405 Nocth Moethews Avenae <
Urbeas. IL 61801

Dr. Bruos Wilkiame
Department of Béasotions!

Prysbotogy
Usiversity of [1kineis
Utbans, IL 618010 v

Dr. Keat B Willions
Virgioia Polytoshaic Inutut
ood Snte Usiversity




O

ERIC

Aruitoxt provided by Eic:

Depactmant of Indusirisl aad
Syetome Eugloosriag/MSL

1500 Krak Driwe
Bleakoborg, VA 24060

Dr. Radert A, Whber

UX, Army Losienia foc the
Bebevioral s0d Sosisl Sclensn

S0 Bleabower Avense

Alemsadria, VA 22333- 5600

De. Marfia C. Witarec
Oradasts Sehoel of Bdsastion
Usiv, of Colid, Las Asgoins
Las Angebes, CA 30024

Dr. Kealare Yamenets
Bévostiens! Tosting Serviee
Prineoten, NJ 08541

Fraak R. Yebovich
Dept. of Edoseiion
Catbolie University
Weshiagien, DC 20064

Dr. Jeseph L. Youeg
Noticasl Seicass Fovadetion
Reem 320

000 G Strest, N.W.
Washiagten, DC 30550

W\

Q]




